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Abstract

Social media and other platforms rely on automated de-
tection of abusive content to help combat disinformation, ha-
rassment, and abuse. One common approach is to check user
content for similarity against a server-side database of prob-
lematic items. However, this method fundamentally endangers
user privacy. Instead, we target client-side detection, notifying
only the users when such matches occur to warn them against
abusive content.

Our solution is based on privacy-preserving similarity test-
ing. Existing approaches rely on expensive cryptographic
protocols that do not scale well to large databases and may
sacrifice the correctness of the matching. To contend with this
challenge, we propose and formalize the concept of similarity-
based bucketization (SBB). With SBB, a client reveals a small
amount of information to a database-holding server so that it
can generate a bucket of potentially similar items. The bucket
is small enough for efficient application of privacy-preserving
protocols for similarity. To analyze the privacy risk of the re-
vealed information, we introduce a framework for measuring
an adversary’s confidence in inferring a predicate about the
client input correctly. We develop a practical SBB protocol for
image content, and evaluate its client privacy guarantee with
real-world social media data. We then combine SBB with
various similarity protocols, showing that the combination
with SBB provides a speedup of at least 29 x on large-scale
databases compared to that without, while retaining correct-
ness of over 95%.

1 Introduction

Faced with various policy-violating activities ranging from
disinformation [64] to harassment [21,35,51] and abuse [10,
78], social media companies increasingly rely on automated
algorithms to detect deleterious content. One widely used
approach is to check that user content is not too similar to
known-bad content. For example, to detect child sexual abuse
imagery [10], some platforms utilize similarity hashing ap-
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proaches like PhotoDNA [54] or PDQHash [1]. These ap-
proaches map user-shared images into unique representations
that encode perceptual structure, enabling quick comparisons
against a database of hash values. Such approaches could be
helpful for combating other forms of bad content, such as the
viral spread of visual misinformation on end-to-end encrypted
messaging services [64]. For example, they could augment
other efforts to provide users with important context about
shared content [5, 16].

Currently deployed approaches rely on sending user con-
tent or a similarity hash of the content to a moderation ser-
vice. This risks user privacy. As we detail in the body, the
service can easily match a submitted similarity hash against
known images to learn the content of a user’s image with
overwhelming confidence. Privacy can be improved utilizing
cryptographic two-party computation (2PC) [44, 82] tech-
niques to only reveal matching content to the moderation
service and nothing more. The recent CSAM image detec-
tion system proposed by Apple [3] goes one step further and
notifies the platform only when the number of matching im-
ages surpasses a certain threshold. Automated notification
of platforms necessarily raises concerns about privacy and
accountability (e.g., how to ensure the system is not used for
privacy-invasive search for benign images).

An alternative approach is to have only the client learn the
output of similarity checks, to enable client-side notifications,
warning or otherwise informing users. This may not be suit-
able for all classes of abusive content, such as CSAM, where
the recipient may be adversarial, but could be useful for other
abuse categories (misinformation, harassment, etc.). However,
the scale of databases makes it prohibitive both to send the
known-bad hashes to the client or, should hashes be sensitive,
apply 2PC techniques to ensure as little as possible about
the database leaks to clients. For an example of the latter,
Kulshrestha and Mayer’s [44] private approximate member-
ship computation (PAMC) protocol achieves state-of-the-art
performance, but nevertheless requires about 27 seconds to
perform a similarity check against a database with one million
images. The protocol also has an average false negative rate of
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